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with human subjects, there remains a point of widespread 
agreement: researchers must respect subject autonomy. In addi
tion, everyone agrees that respecting subject autonomy requires research

ers to inform subjects honestly about the true nature of their research. 
The uninitiated can be forgiven, then, for drawing what seems like the 
obvious conclusion: everyone agrees that researchers should honestly 
inform subjects about the true nature of their research. Unfortunately, 
honestly informing subjects can present an obstacle to research and pre
cludes certain kinds of research altogether. For this reason, and in spite 
of the widespread unanimity regarding the importance of subject auton
omy, the question remains, Is subject deception in research ever ethically 
acceptable? In the present article I will attempt to answer this question 
by offering specific conditions on when subject deception in research is 
acceptable.

The tension between subject autonomy and subject deception arises 
most clearly when subjects are deceived, not for their own good, but for
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the good of science or medicine; I will focus my attention on this specific 
issue (call it “no expected benefit” deception). The question of when it 
might be acceptable to deceive subjects for their own benefit is impor
tant, but importantly different, and I will not consider it here. Instead, 
I attempt to answer the narrower question of under what conditions, if 
any, is no expected benefit deception acceptable. To simplify things, I 
shall make two assumptions:

1. Subject deception is prima facie unacceptable because it violates 
the subject’s autonomy (i.e., the capacity to determine one’s own 
course of action).

2. Deception can be justified (i.e., deception is not, in principle, al
ways wrong).

W ith these assumptions in place, I begin by considering the Ethical 
Principles of Psychologists and Code of Conduct (American Psychologi
cal Association 1992) (henceforth called “the principles”), which offer a 
notable exception to the relative lack of scrutiny that has been accorded 
the topic of specific conditions under which subject deception might be 
acceptable.

The Psychological Principles

The principles offer three conditions for acceptable deception (American 
Psychological Association 1992, §6.15; for similar guidelines, see Office 
for the Protection from Research Risks 1993). The first reads as follows:

1. Psychologists do not conduct a study involving deception unless 
they have determined that the use of deceptive techniques is justi
fied by the study’s prospective scientific, educational, or applied 
value and that equally effective alternative procedures that do not 
use deception are not feasible.

The second clause of this first condition requires that, in order for a 
given instance of subject deception to be acceptable, there must not be 
any equally effective and feasible nondeceptive alternatives to that re
search. The requirement of equal effectiveness raises a minor problem. 
If, as we are assuming, deception is prima facie unacceptable, then it
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follows that we might prefer a nondeceptive study, even if it is some
what less effective, because the harm incurred by the decrease in effec
tiveness might be outweighed by the good that is achieved, in avoiding 
the deception. For this reason, let’s drop the word “equally” from the 
first condition. This change raises the obvious question of how much of 
a decrease in effectiveness we should be willing to accept in order to 
avoid subject deception. To aid our decision, first consider the impor
tance of subject autonomy and its relation to deception. Roughly speak
ing, the question to be answered here is, Why is subject autonomy 
important and, given that importance, how can violations of subject au
tonomy be justified?

For our present purpose, we can assume that individuals understand 
their own preferences better than anyone else does. To this extent, au
tonomy is important because it allows subjects to do what they prefer to 
do. Or, taking the same point from another perspective, the more others 
control the subject’s actions, by deception say, the greater the chance 
that the subject will end up failing to do what she prefers to do all things 
considered (i.e., what she would choose if she had not been deceived). The 
principles make the following stipulation in order to avoid this possibility:

2. Psychologists never deceive research participants about significant
aspects that would affect their willingness to participate, such as
physical risks, discomfort, or unpleasant emotional experiences.

Generally speaking, no expected benefit deception takes place within 
the context of no expected benefit research (i.e., deception that is not 
intended to benefit a particular subject typically occurs within the con
text of research that is not intended to benefit that subject). The as
sumption behind condition 2, then, is that subjects decide whether or 
not to enroll in no expected benefit research based on the level of risk in
volved. O f course, subjects do not consider only the level of risk. They 
also consider, to varying degrees, the source of the study’s funding, the 
goals of the study, the kind of people running the study, and so on. 
(Subjects often base their enrollment decisions on monetary compensa
tion as well. However, such compensation is intended to “zero out” the 
inconveniences that participating in the study entails so that subjects can 
make their enrollment decisions based, as condition 2 assumes, on the 
risks involved.) These additional considerations highlight a crucial differ
ence between deceptive and nondeceptive studies. Typically, one does
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not regard the purpose of a study, say, as posing any risk to subjects. Po
tential subjects are informed of the purpose of the study and can decline 
to participate if they find that goal objectionable. Unfortunately, deceiv
ing subjects about the purpose of the study eliminates this opportunity, 
thus raising the possibility that subjects will contribute to the achieve
ment of a goal that conflicts with their beliefs, perhaps even deeply held 
moral or religious beliefs. Now although this would be of great concern 
to subjects, it is not something that the principles take into account: 
condition 2 addresses only physical risks and harms.

Briefly, we can think of harms as states of affairs that “contradict” the 
preference(s) of a subject. For instance, most subjects prefer to avoid 
pain and retain physical integrity. Therefore, states of affairs that involve 
pain, or the destruction of physical integrity, cause harm to the subject 
in question. The “contradiction” of moral preferences, in contrast, is 
standardly understood, not as a harm, but as a “wrong.” For our pur
poses, we need not get enmeshed in the subtleties of this distinction. 
For, leaving aside the specifics of wrongs and harms, many people care 
about their moral and religious beliefs as much as they care about their 
physical well-being. Put roughly (if we assume a subjective account of 
preferences for the moment), subjects can be as upset by the contradic
tion of their moral preferences (not to mention their psychological pref
erences) as by the contradiction of their physical preferences. Prima 
facie, then, we have no reason to restrict our account of acceptable de
ception to physical harms, and thus I will understand “risks” broadly to 
include any possibility that a subject’s preferences will be contradicted 
and that a subject will be upset as a result of his or her participation in 
research.

The second condition also includes the qualification to “significant” 
risks. However, without further argument, this qualifier is either redun
dant (if “significant" refers only to those aspects of the study that are 
relevant to subjects’ willingness to participate) or unjustified (if “signifi
cant” refers to some subset of those aspects), and I will omit it as well 
(more on this below). Thus amended, the second condition ensures that, 
as long as the use of deception does not conceal any risks (understood 
broadly), it will not alter subjects’ enrollment decisions (call this the 
“neutral risk condition”). In other words, as long as the neutral risk con
dition is met, we can assume that subjects who consent to a deceptive 
study would have done so even if that study had not been deceptive. As 
a result, the neutral risk condition allows us to conduct deceptive studies
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while respecting subject autonomy in the sense of maximizing the chances 
for subjects to choose their preferred course of action (but see below). 
Therefore, if maximizing the chances for subjects to choose their pre
ferred option exhausted the importance of autonomy, this neutral risk 
condition would end the need for any further discussion of acceptable 
deception. However, by requiring that deception be justified — even 
when the neutral risk condition has been met —the principles implicitly 
acknowledge the need for additional conditions because deception 
harms subjects even when it does not affect the choices they make. The 
reason for this, briefly, is that deception is prima facie immoral, not only 
because it decreases the chances that subjects will do what they prefer, 
but also because it involves one person controlling what another person 
does (without that person’s consent). For this reason, any policy on ac
ceptable deception must minimize the extent of deception even when 
the neutral risk condition has been met. The principles use three condi
tions to accomplish this end.

The second half of condition 1 helps minimize the extent of decep
tion by limiting the number of times that subjects can be deceived: sub
jects may be deceived only when such deception is necessary for the 
study in question. Condition 2 further minimizes the extent of decep
tion by limiting its scope: researchers may not deceive subjects about any 
risks presented by the study. Finally, the principles restrict the duration 
of deception by including a final condition on acceptable deception — 
call it the “mandatory debriefing” condition:

3. Any deception that is an integral feature of the design and conduct
of an experiment must be explained to participants as early as is
feasible, preferably at the conclusion of their participation, but no
later than at the conclusion of the research.

With these conditions in place, the principles ensure that any use of de
ception in research is minimized to the greatest extent possible. This 
leaves us with the question of how we might justify the deception that 
remains.

The principles justify any remaining deception in the first clause of 
condition 1: “the use of deceptive techniques is justified by the study’s 
prospective scientific, educational, or applied value.. . . ” Because we are 
considering “no expected benefit” deception, this value will not benefit 
the subjects who are being deceived. Rather, we are considering cases
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where subjects are being deceived for the (possible) benefit of others. In 
other words, the principles offer a straightforward consequentialist justi
fication for violating subjects’ autonomy by deception: the harm to sub
jects is justified by the potential (scientific and/or medical) benefit to 
others. This brings us to the first substantive problem with the princi
ples. Consequentialist justifications are viewed with great skepticism. 
Perhaps nowhere is this skepticism more widely held than within the 
context of human subjects research, where appeals to the potential good 
of others has an unfortunate track record. Given this history alone, we 
would do well to consider approaches to acceptable deception that do 
not depend upon consequentialist justifications. In addition, as we shall 
see in the next section, justifying deception using a consequentialist ap
proach requires a cost/benefit analysis of the harm that deception does. 
In the following section, we shall see that, at a practical level, such anal
yses are almost impossible to carry out. Taken together, the next two sec
tions strongly suggest that we need to consider alternative approaches to 
acceptable deception.

The Cherek Studies

Investigators who hope to study human aggression face several potential 
ethical problems including, most notably, the question, How does one 
study aggression without having subjects harm one another? The most 
obvious solution is to deceive subjects into believing that they are harm
ing one another. To take a fairly benign example of this approach, Don 
Cherek asks his subjects to try to accumulate points by typing into a 
computer (Cherek 1990). Cherek tells his subjects that their computers 
are connected to one belonging to another person, who may occasionally 
steal some of their accumulated points. In response, Cherek’s subjects 
are given three options:

1. retaliate by stealing some of their “opponents’” points
2. briefly protect their own account against further thefts
3. independently continue to gain points

In spite of what Cherek tells his subjects, there is no other person and no 
other computer. Instead, the subject’s computer is programmed occa
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sionally and arbitrarily to subtract points from his or her account. 
(Cherek then measures aggression as a function of how often subjects 
choose option 1 in response to these thefts.)

Determining the acceptability of this deception requires, the princi
ples tell us, that we first determine whether there is an alternative way of 
doing the same research that is nondeceptive, feasible, and effective. 
Presumably there are nondeceptive alternatives. Cherek could, for in
stance, have a member of the research team replace the computer pro
gram by sitting at a second computer that is connected to the one 
belonging to the subject and typing in the responses, thus producing a 
nondeceptive study. Is this study feasible and effective? Take effective
ness first. Condition 1 tells us that, although the nondeceptive alterna
tive need not be equally effective, the tradeoff in effectiveness cannot 
be too great. Is it? Presumably, the person entering the data will make 
more mistakes than the computer. For this reason, the alternative study 
will require more subjects, and even then may yield less powerful results. 
In addition, the alternative study will be somewhat less feasible: a sec
ond computer will be needed, and lines will have to be run from it to 
the subject’s computer. Given this decrease in feasibility and effective
ness, and the fact that the deception involved in Cherek’s original study 
is both relatively minor and seemingly presents no risks to subjects, one 
could easily conclude that the tradeoffs required by the alternative study 
are too great. And, if this is right, Cherek’s deceptive study, according to 
the principles, is acceptable. In response, one could, perhaps just as eas
ily, argue that Cherek’s study offers the perfect example of a deceptive 
study with a feasible, and effective, nondeceptive alternative. Granted, 
the alternative introduces an extra variable, but the alternative study is, 
nonetheless, relatively straightforward, and the mistakes made by the 
computer operator could be isolated and controlled for.

Notice that both sides to this debate agree on the (potential) de
creases in feasibility and effectiveness resulting from the nondeceptive 
study. Their disagreement centers on whether we should accept this cost 
in order to avoid the use of deception. Now according to the princi
ples—and this is my point here—which side is right depends upon how 
much the deception “costs.” In other words, in order to determine 
whether or not avoiding this use of deception justifies the corresponding 
decrease in feasibility and effectiveness, we must know how much the 
deception “costs.” To see the difficulty of making this determination, 
consider a second deceptive study.
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Alcohol Studies

Gathering accurate data on alcohol abuse is complicated by the fact that 
alcoholics often provide misleading information when asked direct ques
tions about their alcohol use. To circumvent this problem, Fleming 
studied the acceptability of concealing the intent of alcohol abuse ques
tionnaires by including questions about smoking, weight, exercise, and 
drug use. He explains: “The additional questions are included to HIDE 
the true purposes of the questionnaire” (Fleming 1989, 313). Fleming 
administered the “general health” questionnaire without first informing 
his subjects that the investigator’s research interests were limited to the 
alcohol use questions (prior to this, he had conducted a preliminary 
“surrogate” study in which he informed subjects of the use of deception) 
(see Fost 1975). At the end of the study, Fleming debriefed his subjects 
and, in order to estimate the cost of the deception, asked them two 
questions:

1. Were they upset by the deception?
2. If so, would they still be willing to participate in such research 

again?

The results: one-third of the subjects were upset by the deception, but, 
of these, two-thirds supported the study and said they would be willing 
to participate again. Fleming cites the relatively high number of subjects 
who were willing to participate again, combined with the importance of 
accurate information on alcohol abuse, to show that these kinds of de
ceptive studies are ethically acceptable.

Fleming bases his argument for the acceptability of deception in this 
case on what looks like the best method for estimating its harm: deceive 
subjects and then ask them how much it bothered them. In general, 
subjects can answer this question in either of two ways. First, they could 
provide a quantitative assessment of the harm by deciding, roughly, How 
much did the deception bother me? Alternatively, subjects could be 
asked to assess directly the harm of the deception when balanced against 
the value of the study. For instance, they could be asked. Was the harm 
that you experienced by being deceived justified by the value of the 
study? The problem with this latter, comparative, approach is that very 
few subjects will know the value of the study. Hence, very few subjects 
will be in a position to compare the harm of the deception to the value
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of the study. This brings us to the first option: have subjects make a 
quantitative assessment of the harm of the deception. Unfortunately, 
there are several reasons to think that subjects will not be able to do this.

Most important, people dislike viewing themselves as victims; and 
that, in essence, is what subjects are being asked to do. The degree to 
which you were harmed when your physician deceived you reduces di
rectly to how badly were you victimized. Thus, it would not be at all sur
prising to find that, in the hope of avoiding victimization (or the 
recognition thereof), subjects fail to answer this question accurately. For 
this reason, the quantitative approach will systematically underestimate 
the harm that deception does. And, because this approach appears to 
provide the best estimate of the harm of deception, there may be no 
control study that could be carried out to gauge the extent of this under
estimate. Therefore, this approach will require that we harm subjects 
without a clear sense of how much harm we are doing. Furthermore, in 
addition to being unable to estimate the harm of the deception, we still 
face the problem of comparing whatever estimates of harm we get with 
the estimated value of the study. In particular we have to ask, Who 
makes this comparison? The researchers? The possible beneficiaries? The 
subset of deceived subjects who were particularly bothered by the de
ception?

By definition, no expected benefit deception harms one group but 
(potentially) benefits a second group. Therefore, even if we could come 
up with an accurate estimate of both the harm of the deception and the 
value of the study, we would be left with no way of carrying out the re
quired comparison. Finally, because these harm estimates are being 
made post hoc, each study will have to be performed at least once in or
der to estimate its harmfulness. Put differently, the principles’ approach 
to acceptable deception requires that we first perform each study in or
der to determine whether or not performing that study is ethically ac
ceptable. In sum, what looks to be the best method for carrying out the 
cost/benefit analysis required by the consequentialist approach is both 
harmful to subjects and practically impossible to carry out. These prob
lems alone, not to mention the suspect nature of consequentialist justifica
tions in general, provide good reason to consider alternative approaches to 
acceptable deception. In the next section, I begin to develop such an al
ternative by considering, in some detail, the exact nature of the harms of 
deception as well as several ways to avoid those harms.
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Understanding and Avoiding the Harms 
of Deception

As we have seen, Fleming argues for the acceptability of his study by cit
ing the percentage of subjects who were willing to participate again even 
after being informed that they were deceived. However, these same re
sults tell us that one-ninth of Fleming’s subjects were upset by the de
ception to the point of refusing future participation. This way of viewing 
his results is instructive. Fleming’s subjects are told the truth about the 
nature of the study, including its risks (but see below), the lack of ex
pected benefit, the procedures involved, and the possible alternatives. 
His deception involves the ostensibly minor point that the researchers 
were interested in a specific aspect of the subjects’ health, rather than 
the subjects’ health in general. And yet a significant percentage of the 
subjects were bothered enough to be unwilling to participate in such re
search again. Presumably, many of these subjects were upset, not by the 
fact that the researchers were actually interested in alcohol use, but by 
the use of deception itself. This conclusion supports a piece of common 
sense: at least some people are upset, and therefore harmed, by the mere 
fact of being deceived, independent of the nature of that deception. It 
follows that no matter how carefully we minimize the extent of subject 
deception, along the lines of the principles, say, justifying deception on 
consequentialist grounds nevertheless entails our harming subjects with
out their consent. I suspect that many will accept this conclusion, but 
will then support the continued use of deception by arguing that, be
cause the deception is minimized by the principles’ three conditions, the 
remaining harm to subjects will be minimal as well. This is an important 
mistake.

Subjects like those in Fleming's study who are upset by the use of de
ception per se are, presumably, subjects who place a high value on being 
in control of their lives. Therefore, taking control of these individuals’ 
lives by deceiving them without their consent involves our contradicting 
one of their most important personal values. The existence of this, possi
bly serious, harm reveals that the principles are internally inconsistent. 
To see why, recall that the mandatory debriefing condition requires re
searchers to inform subjects of the use of deception by the end of the 
study. Unfortunately, this information will upset many subjects, thus 
contradicting the original second condition stipulation that acceptable 
deception not conceal any unpleasant emotional experiences. Similarly,
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the use of deception contradicts the amended second condition stipula
tion that the use of deception not conceal any risks of harm (including 
the psychological harm of learning that you have been used by research
ers). In sum, the fact that at least some subjects are upset by deception 
per se establishes that, even if the deception involved in a particular 
study does not conceal any risks that are present independent of that de
ception, the deception itself introduces a new risk into the study. Fur
ther, allowing studies that fail to inform subjects of this risk contradicts 
the primary tenet of research ethics, according to which subjects may not 
be put at risk without their consent (unless, perhaps, the research has 
the expectation of direct benefit to the subject).

The obvious way of avoiding this harm would be to treat the risk pre
sented by the use of deception in exactly the same way that we treat all 
the other risks involved in research participation: inform subjects of its 
presence. This is precisely the position that I argue for below. However, 
before we come to that, I want to consider an alternative response to the 
present line of argument. One could view the present conclusion that 
subjects are harmed by deception, even when the principles’ three condi
tions are met, as evidence that we need to minimize further the extent 
of allowable deception. An obvious way of doing this would be to stipu
late that researchers may not deceive subjects about the most sensitive as
pects of each study. In Fleming’s study, for instance, subjects were 
deceived about the study’s purpose. However, subjects may have strong 
views about what goals they are willing to contribute to (e.g., some sub
jects may not want to contribute to any work that looks at genetic differ
ences between races or examines additional uses for fetal tissue). With 
this in mind, one might argue that Fleming’s results teach us, not that 
we should inform subjects of the use of deception, but that we should 
never deceive subjects about the more sensitive aspects of a study.

Recall that the original wording of the second condition stated that 
researchers may not deceive subjects about “significant” aspects of a 
study. One way to understand the present line of argument is in terms 
of offering support for this qualification, with the suggestion that the 
purpose of a study should be understood as one of its significant aspects. 
Unfortunately, this way of understanding the present argument also re
veals why it fails. First, not all subjects will agree on what aspects of a 
particular study are significant or of special moral concern. For instance, 
in reviewing Cherek’s study, an institutional review board (IRB) presum
ably would judge the fact that subjects are competing against a com
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puter, rather than against another subject, to be insignificant from the 
perspective of informed consent. According to the present suggestion, 
then, deceiving subjects about that aspect of the study would be ethi
cally acceptable. The problem with this is that some subjects may find 
playing computer games, for religious reasons perhaps, to be morally re
pugnant. Therefore, by allowing this particular kind of deception, we 
will be allowing these subjects to be seriously harmed without their 
consent.

In response, one could point out that these subjects are harmed be
cause they have idiosyncratic beliefs and that we should treat such cases 
no differendy than the possibility that subjects will have idiosyncratic 
physical reactions to some apparendy innocuous aspect of a study. Some 
subjects, for instance, may have a violent reaction to the color of the 
walls in the treatment room. Typically, we accept such possibilities with
out requiring that researchers inform subjects of absolutely every aspect 
of a study that could conceivably present a risk to them, such as the color 
of the walls in the treatment room, the fabric of the investigator’s 
sweater, the nurse’s religious beliefs, and so on. To the contrary, the ac
cepted view of informed consent is that subjects must be informed of 
only those aspects of the study that reasonably can be thought to pose a 
risk. Understood in this light, one might think that I am holding decep
tive studies to a higher standard than nondecepdve studies—I am argu
ing that deceptive studies are unacceptable, in part, because of the 
possibility of idiosyncratic responses by subjects.

In general, researchers should assess which aspects of their studies can 
reasonably be thought to pose a risk to subjects, based on the most spe
cific information available concerning the subjects who will enroll in 
their studies. Roughly speaking, this process occurs at three levels. At 
the first, and most specific, level, risks should be assessed based on any 
available information concerning the particular individuals who will en
roll in the study (e.g., information gained from past contact with sub
jects who plan to enroll, their charts, and so forth). Investigators who do 
not have such individualized knowledge should make their risk assess
ments at the second level, by considering what aspects of the study can 
reasonably be thought to pose a risk to the class o f  subjects that will be 
participating in the study. For instance, researchers studying Alzheimer’s 
disease may not have personal knowledge of the individuals who will en
roll in their studies. They should know, however, that individuals with 
Alzheimer’s disease face unique harms as a result of their condition, and
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they should inform the subjects of these risks. When nothing is known 
about either the particular individuals or the class of subjects who will 
enroll (e.g., studies involving “normal” volunteers), researchers should 
evaluate risks to subjects at the third level, in terms of what the reason
able person would regard as a harm.

In essence, the argument that we are considering makes the point that 
there is no fourth level at which subjects are informed of all aspects of a 
study (e.g., the color of the walls of the treatment room) that could pos
sibly pose a risk. Leaving aside the practical difficulties, informing sub
jects of every detail that could pose a risk to them would serve to 
confuse, rather than to inform. There are simply too many possible 
sources of harm. Given that there is no fourth level of risk assessment, 
one might concede that deceiving subjects about “insignificant” aspects 
of a study presents a risk to subjects who have idiosyncratic beliefs con
cerning those aspects. However, this possibility is a consequence of the 
nature of informed consent in general. Therefore, it no more offers a 
reason to require that subjects be informed of the use of deception than 
the fact that some individuals may have a violent reaction to yellow walls 
provides a reason to inform subjects of one’s decorating schemes. Now, 
although this line of argument has a certain plausibility—and, indeed, I 
suspect that many accept it as justifying the risks of deception — it misses 
a crucial point.

We can grant this much: we do not require that subjects be informed 
of all the possible aspects of a study that could pose a risk. Instead, in 
the way just outlined, we require that subjects be informed of all aspects 
of the study that could reasonably be thought to present a risk to them. 
But, notice that, even though there is no fourth level of risk assessment, 
the informed consent process does not stop after all the risks that are as
sessed from the first three levels have been enumerated. In addition, 
subjects are given the opportunity to reveal any idiosyncratic concerns 
(e.g., allergies) that might cause some aspect of the study to be risky to 
them in particular. Now, when it comes to deceptive studies, it 
makes sense to expect subjects to be aware of any idiosyncratic concerns 
(e.g., specific allergies, a morbid fear of yellow walls) and to reveal those 
concerns to the investigator during the screening process. Unfortunately, 
the same process cannot be applied to deceptive studies. It would, for 
instance, be unfair to expect subjects who regard computer games as im
moral on religious grounds to reveal this concern during the screening of 
Cherek’s study for the simple reason that Cherek’s subjects are explicitly
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told that they are competing against another subject (not against the 
computer). The problem here is that deceptive studies effectively elimi
nate the possibility that subjects will reveal idiosyncratic concerns during 
the screening process regarding the concealed aspect of the study; the 
deception provides them with an explicit reason to conclude that those 
concerns are not relevant to the study at hand.

Furthermore, arguing against the requirement of informing subjects 
of the use of deception by focusing on the nature of that deception is 
somewhat beside the point. As considered earlier, some subjects are 
harmed by deception per se, independently of the nature of that decep
tion. For this reason, not informing subjects of the use of deception 
places at risk not only those subjects who have idiosyncratic concerns re
lating to the concealed aspects of the study, but also those subjects who 
are harmed by deception per se. I conclude that deception, without con
sent, presents serious risks to subjects even when that deception is maxi
mally minimized. Finally, although we have been focusing on the ways 
in which deception presents a risk to subjects who are deceived, we 
should not lose sight of the fact that the harms of deception do not stop 
there. Once subjects enrolled in nondeceptive studies learn that re
searchers systematically deceive some subjects, it will be difficult to con
vince them that they are not being deceived. Investigators may argue all 
they want that these subjects are not being deceived. Unfortunately, 
subjects who are aware that deception is sometimes used in research 
without the consent of subjects will have no reason to believe such state
ments. This is a very disturbing consequence of deception: ultimately it 
might affect studies (e.g., oncology and AIDS studies) where subject 
trust is literally a matter of life and death.

In addition, although I won’t consider it in detail here, a similar point 
can be made concerning the corrosive effects of deception on the trust 
that is invested in science and medicine in general. Medicine and science 
are highly specialized fields, which depend, in large part, upon the trust 
of the public and other researchers: no one has the time, or the exper
tise, to check the results of all other researchers. However, once the pub
lic and other researchers learn that some researchers are sometimes 
deceptive, they will have no way of delimiting the scope of this decep
tion, and thus we will have no way of containing the costs of that decep
tion. In sum, the harms of subject deception in research are more 
widespread than is often acknowledged and may threaten the very foun
dations of research. Fortunately, there is good news. The present argu
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ment does not imply that deception must be prohibited altogether. 
Rather, it suggests that subjects must be informed of the use of decep
tion. Briefly, adopting this approach universally would block the under
mining of trust: subjects (and others) would know when they face a 
deceptive study, and the public (and other researchers) would know 
when scientists and physicians are using deception. Furthermore, this 
approach would allow potential subjects who are especially bothered by 
deception to avoid deceptive studies altogether and allow all others to 
consent to being deceived.

Second-Order Consent

The most straightforward way of apprising subjects of the fact that a par
ticular study is deceptive is to require precisely that information as part 
of the informed consent process. O f course, requiring a statement that 
informs subjects about the exact nature of the deception would effec
tively eliminate certain kinds of research. Therefore, let us first consider 
the feasibility of apprising subjects of the use of deception, without in
forming them of the nature of that deception (call this second-order con
sent, or SOC). Adding this requirement to the (amended) principles 
yields the following account of acceptable deception:

1. The use of deception must be justified by the study’s prospective
scientific, educational, or applied value, and any effective non- 
deceptive alternatives must not be feasible.

2. Subjects must never be deceived about aspects of a study, like
risks, discomfort, or unpleasant emotional experiences, that would
affect their willingness to participate.

3. The deception must be explained to subjects as early as is feasible,
preferably at the conclusion of their participation, but no later
than the conclusion of the research.

4. Subjects must be informed of the use of deception prior to their
enrollment in the study.

The statement of SOC must inform subjects of the use of deception and 
should explicitly offer the opportunity for debriefing. Here is a state
ment that meets these two conditions:
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SOC: You should be aware that, in order to complete this study, sev
eral of its details cannot be accurately described to you. For this rea
son, these details have been intentionally misdescribed. However, the 
investigator will be happy to accurately explain these aspects of the 
study to you at the end of your participation (end of the study). In 
addition, you are free to choose not to participate if you do not like 
this use of deception, or for any other reason, and your refusal will 
not be held against you in any way.

The use of the word “details” to describe the misdescribed aspects of the 
study is intended to reflect the restrictions that the (amended) second 
condition places on any acceptable deception. Recall: this condition states 
that subjects should never be deceived about aspects of a study “that 
would affect their willingness to participate, such as risks, discomfort, or 
unpleasant emotional experiences.” For the purposes of informed con
sent at least, those aspects of the study that would not affect a subject’s 
decision to enroll can be described as “details.” As an alternative, we 
could explicitly signal the satisfaction of the second condition by saying, 
for example, “A safety committee has reviewed this study and has deter
mined that this use of deception does not pose any risks to you.” I have 
not included such a statement because it seems simply to raise the spec
ter of nonexistent risks and thus may result in needless refusals to partici
pate. This approach is consistent with the generally accepted view on 
informed consent that requires subjects to be informed of the risks in
volved in a particular study; subjects need not be informed of the lack of 
additional risks. SOC covers deception that results from researchers mak
ing false statements to subjects, that is, as the result of researchers mis
describing certain aspects of a study. Misdescription is not the only way 
that a study can be deceptive, however; it can also mislead when re
searchers w ithhold information from subjects.

We can think of deception as communication (understood broadly to 
include written, spoken, and behavioral communication) or, more to the 
present point, the lack of communication which reasonably can be ex
pected to result in some subjects developing a false belief (or beliefs) 
about a study they are in, or are going to enroll in. To see how SOC 
should handle deception that results when information is withheld from 
subjects, consider first the standard example of doing so, namely, pla
cebo trials. A typical (blinded) placebo trial randomly assigns some sub
jects to receive a drug, and others to receive placebo, while withholding 
from subjects the information about which they are receiving. Further
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more, active steps are taken (e.g., placing drug and placebo in identical 
capsules, double blinding) to ensure that subjects do not discover the 
truth. Clearly, then, placebo trials w ithhold  important information from 
subjects, and subjects often end up with a false belief about what they 
are taking. Nevertheless, such withholding of information is widely ac
cepted because placebo trials explicitly inform subjects that this is being 
done. For this reason, placebo trials are not deceptive; the reasonable ex
pectation is that subjects will not develop false beliefs as the result of 
researchers withholding this information. Instead, subjects will remain 
uncertain about what they are receiving. (The false beliefs that subjects 
often develop about what they are taking are not the result of deception; 
they are the result of subjects’ guesswork.)

Notice that placebo trials would be deceptive if they did not include 
an explicit statement that information is being withheld. For, given sub
jects’ background assumptions that physicians prescribe active drugs, it 
would be reasonable to expect subjects to develop the belief that they 
are receiving a drug. Put in general terms, withholding information is 
deceptive when, without information to the contrary, subjects’ (not nec
essarily reasonable) background assumptions could reasonably be ex
pected to lead them to false beliefs. O f course, subjects’ background 
assumptions may not be known to the investigator or the IRB. In that 
event, IRBs and researchers will have to make their best assessment of 
what would prove deceptive on a case-by-case basis. Previously I pointed 
out that deception effectively eliminates the possibility that subjects will 
reveal idiosyncratic concerns that are relevant to the aspect of the study 
being concealed. For this reason, unclear cases should be treated as (pos
sibly) deceptive and thus should include a statement of SOC. In sum
mary, the lesson of placebo trials is twofold:

1. Given subjects’ background assumptions, withholding information 
can be as deceptive as positively misdescribing aspects of a study.

2. Studies that are deceptive as the result of withholding information 
are acceptable as long as they include an explicit statement along 
the lines of SOC.

Now to clarify how the withholding version of SOC is applied in prac
tice, consider a specific example.

Imagine that an investigator wants to see whether or not giving drug X  
to males increases their level of aggression. As is often the case in such
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studies, telling potential subjects of the goal of this study would almost 
surely invalidate its results. W hat options does the investigator have? 
First, the researcher could deceive subjects. For instance, the investigator 
could tell subjects that the purpose of the study is to test whether or not 
drug X  has any effects on memory. In that case, the study would be 
clearly deceptive and hence would have to include a statement of SOC 
(as well as consider any risks that might arise, directly or indirectly, from 
this deception). This way of handling deception should be clear. Now 
consider the alternative possibility of simply withholding this informa
tion from subjects. The most obvious way of doing so would be to de
scribe the study using an overly general statement to the effect that the 
researchers are looking at the links between drug X  and behavior in gen
eral. This is a common strategy for studies of this kind. Is it deceptive? 
As we have seen, the test is this: Is it reasonable to expect that some sub
jects will develop a false belief concerning the nature of the study as a re
sult of this withholding of information? In most cases, the answer here 
will be yes. Most subjects who are told that researchers are looking at the 
link between drug X  and behavior in general will conclude, falsely, that 
the researchers are not focusing on a specific form of behavior. One solu
tion, then, would be to replace the overly general statement with a spe
cific statement that omits the particular behavior being studied, saying, 
for example, “The researchers are investigating the link between drug X  
and a particular form of behavior.” In certain cases, at least, this state
ment would not be deceptive and, hence, would not require an explicit 
statement that information is being withheld. Alternatively, researchers 
could retain both the overly general statement and the explicit statement 
that information is being withheld.

One could argue, in response, that overly general statements should 
not require SOC because this withholding of information is not as harm
ful as explicit misdescription. In the case of overly general statements, 
the true purpose of the study “falls under” the general statement (e.g., 
aggressiveness is one form of behavior). Therefore, subjects know that 
what, in fact, is being studied is a possible candidate for study, and they 
have the opportunity to reveal idiosyncratic concerns about that aspect 
(e.g., concerns about displaying aggressive tendencies). The overly gen
eral statement does avoid this harm and thus will be less harmful than 
other kinds of deception. Unfortunately, this is only one of the harms 
that deception causes. Previously we saw that deception also harms both 
subjects who are bothered by deception per se and subjects who are in
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volved in nondeceptive studies, and that it damages as well the general 
trust in science and medicine. Given these other harms, overly general 
deceptive statements require a statement of SOC. However, because the 
deception is a result of withholding information (rather than making 
false statements), SOC will have to be modified in this case:

wSOC: You should be aware that, in order to complete this study, the 
investigator cannot inform you of all of its details. For this reason, cer
tain details have been left out of the description of the study. How
ever, the investigator will be happy to explain these details to you at 
the end of your participation (end of the study). In addition, you are 
free to choose not to participate if you do not like this use of decep
tion, or for any other reason, and your refusal will not be held against 
you in any way.

With SOC and wSOC in place, I next offer four reasons why SOC should 
be included in any account of acceptable deception. Because we have al
ready considered most of these issues, my points here will be relatively 
brief.

a. We have seen that deception per se presents a risk to subjects; at
least some subjects are harmed when they are deceived, and other
subjects may have relevant idiosyncratic concerns that are never re
vealed because of the deception. SOC warns subjects of these risks.
Therefore, potential subjects who are bothered by deception per se
will be able to avoid deceptive studies, subjects with idiosyncratic
concerns will have the opportunity to reveal them, and other sub
jects will have the opportunity to consent to being deceived. SOC
also removes any harm to the research team that is incurred when
members of the team are required to deceive subjects without their
consent.

b. SOC makes our account of acceptable deception internally consis
tent by ensuring that the use of deception does not violate the sec
ond condition (i.e., does not conceal any aspects of the study that
might be relevant to subjects’ enrollment decisions).

c. SOC allows us to block the undermining of subjects’, and the pub
lic’s, trust in science and medicine, by flagging deceptive studies.

d. I argued earlier that any consequentialist account of acceptable de
ception — any account that justifies subject deception on the basis
of potential benefit to others —faces two major objections: First,
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many people, including many subjects, regard co n seq u en tia l 
justifications as per se unacceptable. Second, developing an accu
rate estimate of the harm caused by deception, and comparing 
that harm to the benefits of the study, will be especially difficult. 
SOC allows us to avoid both of these problems. It allows us to jus
tify exposing subjects to deception, not in terms of the potential 
benefit to others, but in terms of the subjects’ consenting to that 
deception and, in the process, eliminates the need for a conse- 
quentialist justification.

With these points in place, I complete the argument for SOC by consid
ering what I take to be the most important arguments against my ac
count of acceptable deception.

Possible Objections

One might object to SOC for two general reasons: it does not do enough 
to remove the harm of deception; it does too much to remove the harm 
of deception. Consider the former objection first. One might argue that 
subjects cannot provide informed consent for a deceptive study even 
when they are informed of, and consent to, the use of the deception. In 
order to provide fully informed consent, subjects would have to know 
the nature of the deception as well. They would have to know what they 
are being deceived about. However, because SOC does not require this, 
it therefore does not provide ethically valid consent. We can grant that 
subjects cannot provide fully informed consent as long as they are un
aware of the nature of the deception, and as long as we understand 
“fully” in a literal sense. However, as is widely acknowledged, subjects 
never know everything there is to know about any study. There is simply 
too much to know. Therefore, in order to make this argument, one will 
have to show that the information that subjects fail to obtain as the re
sult of deception casts doubt on their informed consent in a way that the 
other information they never receive does not.

Recall that the second condition states that subjects must never be de
ceived about "aspects of a study that would affect their willingness to 
participate... .” Roughly speaking, all information must pass this test 
before it can be omitted from an informed consent. Subjects must be 
given all of the information that is relevant to their enrollment (or con-



De ! Research io7

tinued participation) decisions — whether the study uses deception or 
not. And because information that is withheld as a result of deception 
must first pass this same test of relevance, I conclude that the two prac
tices are ethically equivalent. One might respond that I have missed the 
point: deception is different. In cases of deception, subjects fail to have 
certain information, not because there is too much information to con
vey, but because they are being deceived. For instance, if Cherek’s study 
had been «o«deceptive, his subjects might have been unaware of how 
they were losing points simply because no one told them. This informa
tion might have passed the irrelevance test. In the actual study, however, 
Cherek’s subjects end up with a false belief: that another subject is steal
ing their points.

Clearly, there is this difference between the two cases, but it is not 
equally clear that this difference is an ethical one. First of all, we have al
ready seen that SOC informs subjects of the use of deception and pro
vides them with the opportunity of consenting to its use. Therefore, the 
deception per se will not make an ethical difference between the two 
cases. The subject, not the researcher, is in control of deciding whether 
to participate in a deceptive study. In addition, the fact that subjects 
end up with false beliefs (e.g., ‘‘another subject is stealing my points”) 
rather than no beliefs at all (e.g., no belief about how their points are 
being lost) does not seem to make an ethical difference either. The mere 
fact that I have some false beliefs concerning X , while a second person is 
agnostic concerning X , does not, in itself, make me any less capable of 
giving ethically valid consent. It all depends on the X: is the issue in 
question relevant to providing informed consent? And, as we have seen, 
relevance to informed consent is decided using the same method in both 
cases: is the information relevant to the subject’s decision to enroll? If 
the answer is no, then, in both cases, withholding that information does 
not cast doubt on the subject’s informed consent.

There is one final possible difference: subjects of deceptive studies 
may develop positively harmful beliefs as the result of being deceived. 
For instance, subjects who are deceived into believing that they are tak
ing a toxic drug may very well be harmed as a result of having that 
belief, even though they are taking a placebo and, thus, presumably, 
will not be harmed by the capsules themselves. This is a risk of deceptive 
studies. However, what subjects are told in the process of being deceived 
is an explicit part of deceptive studies and can be evaluated by IRBs in 
the same way that the risks of nondeceptive studies are evaluated. Also,
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in these cases, the possible harm traces to the fact that subjects believe 
they are doing something worse than they are in fact doing. Therefore, 
if anything, the net result of this risk will be to skew subjects’ risk/ben
efit analysis away from, rather than in favor of, research participation.

Along somewhat different lines, one may worry that if  we use SOC to 
justify relatively benign deception today, we may end up using it to jus
tify seriously harmful deception tomorrow. Fortunately, SOC offers sev
eral ways of blocking this descent toward Tuskegee. First, the neutral risk 
condition explicitly prohibits harmful deception: subjects cannot be de
ceived about any aspects of the study, such as risks or discomforts, that 
might affect their decision to enroll. Second, researchers presumably will 
be reluctant to carry out seriously harmful deception as long as they are 
required to tell subjects about it afterward. Therefore, including the re
quirement of mandatory debriefing should help minimize the risk of 
this slippery slope. Finally, I suspect the worry that adopting a policy on 
acceptable deception will lead to subject abuse is based largely on the 
belief that deceptive studies will become too easy to conduct. Without 
the safeguards of informed consent, the cost/benefit calculation inher
ent to research may become skewed away from present subjects toward 
future medical progress. Less abstractly, if we allow researchers to lie, 
they may end up doing things to subjects that, in an honest moment, 
they would not consider doing. In fact, SOC should actually discourage 
the use of deceptive studies because it introduces an additional variable 
into deceptive studies — the variable of how subjects’ knowing that they 
are being deceived will affect their behavior. Therefore, when faced with 
this requirement, researchers will presumably first look for nondeceptive 
methods that avoid introducing this additional variable.

To come to the second objection, the fact that SOC introduces an ad
ditional variable may lead some to conclude that it requires too much 
of a sacrifice to avoid the harm of deception: the introduction of an 
additional variable may in itself confound the results of deceptive stud
ies. For instance, subject behavior may be affected if subjects are ap
prised of the use of deception and then spend the entire study trying to 
discover its source. Although this is a possibility, there are several ways 
in which this effect can be reduced. First, the present account requires 
that researchers make a clear offer of debriefing. Knowing ahead of time 
that they can eventually learn the nature of the deception should reduce 
subjects’ desire to discover it for themselves. In addition, by admitting 
the use of the deception, researchers will be able to enlist subject cooper
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ation in maintaining the deception. For instance, subjects can be asked 
ahead of time to focus on the procedures specifically asked of them, and 
researchers can explicitly limit any probing questions.

Finally, SOC does not introduce an extra variable as much as it re
places one variable with a slightly different one. It is fairly common 
knowledge (particularly among college undergraduates who participate 
in many of the deceptive studies) that some studies are deceptive and 
that certain sons of studies tend to be deceptive more often than others. 
For this reason, the confound that is introduced into a study when sub
jects spend their time trying to locate the source of deception is already 
present to some extent. Thus, although SOC makes the use of deception 
explicit and, hence, increases the number of subjects who are aware of its 
use, this openness also provides the opportunity to address the issue di
rectly with subjects. The overall effect may well be a reduction in the de
gree to which the use of deception affects the results of research.

One might next argue that SOC will reduce subject accrual. Now 
although this is a common sentiment, there is, as far as I know, no evi
dence to support it. On the other hand, we have seen clear evidence that 
deception is harmful. Therefore, given that the present approach may 
eliminate these harms, without introducing any harms of its own, one 
cannot reject SOC by citing the fact that it might reduce subject accrual. 
Instead, as in all other areas of science and medicine, we will need to do 
the necessary studies before drawing any final conclusions. Conducting 
the appropriate studies would also allow researchers to fine-tune SOC. 
For instance, it might turn out that subject accrual is reduced, and sub
jects still feel harmed at debriefing, as long as the statement of SOC is 
very general: for instance, stating simply that deception is being used. 
Some subjects may be scared off by such a statement, and those who par
ticipate may still be upset when they learn exactly how they were being 
deceived. If this turns out to be the case, researchers could specify which 
aspect of the study (e.g., the purpose, a particular procedure) is being 
misdescribed (or withheld). In this way, subjects whose moral concerns 
related to particular purposes could participate (and not be surprised) 
when the deception involved a specific procedure, and subjects who have 
concerns about doing certain things (e.g., playing computer games) 
could participate on being informed that the deception involved the 
purpose of the study. Finally, even if it turns out that SOC seriously af
fects subject accrual, it does not necessarily follow that SOC should be 
rejected. The fact that SOC substantially decreased subject accrual would
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suggest that subjects are especially bothered by the use of deception. 
Hence, we would have even more reason to argue that the use of decep
tion should  be revealed during the consent process (even if doing so 
would require that more potential subjects be considered for enrollment).

My response here assumes that subjects accurately gauge the extent to 
which being deceived will bother them. However, SOC will present 
problems if this is not the case: if, for instance, awareness of the use of 
deception concerns subjects far out of proportion to how much being de
ceived bothers them. In that case, SOC will make research less effective, 
without making it significantly less harmful. In general, subjects would 
be upset more by the prospect than by the use of deception if they 
thought that the deception might be concealing some risks involved in 
the study. In this regard, I argued earlier that including a statement that 
the deception does not conceal any risks might needlessly raise subject 
concerns about nonexistent risks. I pointed out that for just this reason 
we do not list all the possible side effects of a particular drug and then 
tack on the claim that there are no additional side effects. With respect 
to non deceptive studies, doing so would presumably only raise unwar
ranted concerns about nonexistent risks. One could argue, however, that 
this result depends upon subjects’ initial assumption that researchers are 
honest. Subjects go into a study assuming that the listed risks exhaust 
the list of risks. Subjects may dismiss this assumption and, in the pro
cess, develop fears of concealed risks once they learn of the use of the de
ception. The solution (to the extent that this turns out to be a problem) 
would be to state explicitly that the deception involved in the study does 
not conceal any risks. In other words, contrary to what I stated earlier, it 
might be helpful to include a statement that the neutral risk condition 
has been met. In the end, which alternative we should adopt here de
pends upon how subjects react to SOC. Thus, a final decision will have 
to await the appropriate studies called for previously. My argument has 
been that conducting such studies, and thus developing the optimal 
approach to SOC, should be a project of high priority. Our ability to rec
oncile respect for subjects with the occasional scientific need for decep
tive research depends upon it.

Summary

I have argued for a concrete policy on when no expected benefit subject 
deception is acceptable. I started this argument by examining the Ethical
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Principles of Psychologists and Code of Conduct (the “principles”), a no
table exception to the lack of specific conditions on acceptable decep
tion. After making several minor revisions, I argued that the principles 
allow deception in research as long as it passes two tests:

1. The extent of deception is minimized (as determined by the sec
ond half of condition 1, and by conditions 2 and 3).

2. Any remaining deception is justified by the study’s potential ben
efit to others (as defined by the first half of condition 1).

I then argued that, understood in this light, the principles suffer from 
two serious flaws:

1. Consequentialist justifications are widely condemned within the
context of medical and behavioral research.

2. This consequentialist approach will be almost impossible to imple
ment because there is no way either to assess accurately the harm of
deception or to compare that estimate to the potential value of the
study.

In light of these two difficulties, I argued that a more satisfactory ap
proach would be to require that subjects be informed of the use of de
ception prior to enrolling in a deceptive study. I pointed out that 
“second order” consent, or SOC, has two versions, depending upon 
whether the deception is the result of misdescription or the withholding 
of information. I defended the SOC approach to acceptable deception 
on several grounds:

1. SOC justifies the use of deception on the basis of subject consent,
thus allowing us to avoid both the contentiousness of consequen
tialist justifications in general and the difficulties with their imple
mentation in particular. Requiring that subjects consent to the use
of deception also restores subject autonomy by permitting subjects
to control whether or not they are deceived.

2. Some percentage of subjects are harmed by deception per se.
Therefore, simply ensuring that the deception does not conceal any
risks will not serve to remove all of the hidden risks from deceptive
studies. SOC makes the risks associated with participating in a de
ceptive study explicit.
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3. SOC removes the possibility that the use of some deceptive studies
will undermine subject trust in nondeceptive studies.

4. SOC removes the possibility that the use of some deception will
undermine public trust in science and medicine.

5. SOC removes much of the harm that running a deceptive study
places on the investigative team. Researchers will no longer be
guilty of deceiving subjects without their consent during the study,
and they will not have to face the difficulties involved in debrief
ing subjects of that fact once the study has ended.

I finished by considering two possible objections to SOC. First, I ar
gued that it is consistent with ethically valid consent. Even though sub
jects do not know the nature of the deception, they are aware both of 
the use of deception and (if the satisfaction of the neutral risk condition 
is explicitly stated) of the fact that the deception does not conceal any 
risks. Therefore, from an ethical perspective, these subjects are in the 
same position as subjects of nondeceptive studies. No one knows every
thing, but they have all been informed of the aspects of the study that 
are relevant to their decision to enroll. I next argued that SOC does not 
make excessive demands on researchers:

1. SOC should not seriously affect subject accrual. However, if it
does, that fact itself suggests a need for this policy.

2. I granted that SOC may introduce a (different) variable into de
ceptive studies. However, this effect will be constant across all re
search subgroups and can be minimized by dealing with the issue
ahead of time and emphasizing the possibility of debriefing.

Finally, I pointed out that the argments I have presented are theoretical 
ones. However, they offer the possibility of empirical testing. Therefore, 
the next step is to stop debating at a theoretical level. With second-order 
consent in place, we have the opportunity to test whether or not decep
tive research can be consistent with respect for research subjects.
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